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Abstract 

 

Background 

Evidence-based medicine (EBM) is fundamental to modern clinical practice, requiring clinicians 

to continually update their knowledge and apply the best clinical evidence in patient care. The 

practice of EBM faces challenges due to rapid advancements in medical research, leading to 

information overload for clinicians. The integration of artificial intelligence (AI), specifically 

Generative Large Language Models (LLMs), offers a promising solution towards managing this 

complexity. 

 

 

Methods 

This study involved the curation of real-world clinical cases across various specialties, 

converting them into .json files for analysis. LLMs, including proprietary models like ChatGPT 

3.5 and 4, Gemini Pro, and open-source models like LLaMA v2 and Mixtral-8x7B, were 

employed. These models were equipped with tools to retrieve information from case files and 

make clinical decisions similar to how clinicians must operate in the real world. Model 

performance was evaluated based on correctness of final answer, judicious use of tools, 

conformity to guidelines, and resistance to hallucinations. 

 

 

Results 

GPT-4 was most capable of autonomous operation in a clinical setting – being generally more 

effective in ordering relevant investigations and conforming to clinical guidelines. Limitations 

were observed in terms of model ability to handle complex guidelines and diagnostic nuances. 

Retrieval Augmented Generation made recommendations more tailored to patients and 

healthcare systems. 

 

 

Conclusions 

LLMs can be made to function as autonomous practitioners of evidence-based medicine. Their 

ability to utilize tooling can be harnessed to interact with the infrastructure of a real-world 

healthcare system and perform the tasks of patient management in a guideline directed manner. 

Prompt engineering may help to further enhance this potential and transform healthcare for the 

clinician and the patient. 

  



Introduction 

 

Evidence-based medicine (EBM)1 emphasizes the use of the best available clinical evidence in 

making decisions around patient care. It requires that clinicians update their mental models of 

disease and treatment to provide care proven to deliver maximal benefit. 

Proper adherence to EBM defined protocols imposes a general, common-sense order to clinical 

tasks2. Clinical encounters include a formal interview as well as a physical exam for symptoms 

and signs, respectively. Upon formulating differential diagnosis, clinicians must then proceed 

with either general, or specialty focused flowcharts of lab investigations and/or imaging studies 

before recommending potential therapeutic options. The practice of EBM also dictates that 

these actions, and the order in which they are performed are influenced by clinician experience 

and patient preferences or contraindications. For example, ACE inhibitors3 or radiological 

imaging4 in pregnant patients; or the side effects of drugs alongside pre-existing drug allergies. 

In such cases, clinicians must know and remember to check for such interactions; in addition to 

being aware of applicable alternatives that can be delivered to the patient. 

However, owing to rapid progress in the basic sciences, changes in guidelines and standards of 

care, and a large ever-increasing body of peer reviewed research – practicing “pure” EBM is a 

daunting task. Clinicians often face the challenge of information overload5,6, with the sheer 

number of possible interactions and treatment paths exceeding what they can feasibly manage 

or keep track of. 

There has been major interest in artificial intelligence (AI) to aid clinicians in this set of 

circumstances. Currently available AI models can operate using multi-modal data7-9 to draw 

diagnostic and prognostic insights into clinical care. However, such models are usually limited in 

terms of how much clinical context around the patient they can consider at once – such as 

specific imaging studies10, or are single purpose – such as prognosticators of mortality11,12. 

Additionally, the probability of an event occurring, however high or accurate, does not always 

translate into knowledge of the “next-best-step” for a patient. As an example, a person predicted 

to have a high risk of mortality by a binary classification model may deteriorate in a variety of 

ways that may not be easily apparent, with each factor requiring different investigative 

approaches and treatment. 

While implementation of simpler models is growing, this increase also signals a potential 

increase in complexity. An increase in the number of sources that a clinicians must parse may 

counterintuitively add to the information overload a clinician must contend with – manifesting as 

clinicians ignoring models due because of alarm fatigue13 or loss of faith in predictions 

secondary to limited or confusing explanations of model behavior14. No model is perfect, and 

multiple models operating in the same space may further contradict and confound each other15 

– paradoxically distracting from the point of EBM. 

Generative Large Language Models16-18 (LLMs), with their billions of tunable parameters, have 

emerged as a comprehensive solution for language-based tasks. At their core, these models 

perform next-word-prediction, in that they choose the most likely next word given all preceding 



words. The largest of these models are trained on web-scale data, meaning that they have been 

exposed to nearly all text to ever exist. LLMs have also been shown to encode clinical 

knowledge19, and being able to accurately answer questions from clinical licensing exams20. 

However, such demonstrations of their utility are limited by several factors. 

The ability of large language models to perform well at medical QA tasks may not be 

representative of their performance in real-world settings. The presence of specific 

symptomatology in relation to specific lab investigations may be considered a source of mild 

data leakage wherein the model is biased towards the right answer due to the construction of 

the question or prompt. However, in real-world settings, a clinician must choose from a huge 

menu of possible next steps, and therefore has considerably more degrees-of-freedom 

available. Additionally, at time of writing, commercially available LLMs (such as ChatGPT) have 

a training cutoff in 202121, and are unaware of any new information since that time unless 

supplemented by information from online sources. While it is possible to inject knowledge into 

LLMs with supervised fine-tuning22, the costs associated with training, updating, and verifying 

these models at large enough scale render continuous updates unfeasible. This set of 

circumstances is especially challenging for learning healthcare systems wherein paradigms of 

clinical care may change quickly, or for smaller institutions with specific concerns around 

logistics – such as availability of specialists23 or indicated drugs24 and investigations25. Similarly, 

population level data such as antibiotic resistance26 or cultural concerns27 may escape the 

model’s sphere of knowledge entirely. Finally, directing a model to generate text around a 

subject it is not aware of increases the risk of hallucinations21,28 – or generation of correct 

sounding fabricated text. 

However, many of these limitations may also be overcome through the use of Retrieval 

Augmented Generation (RAG)29,30 – which involves the injection of verified, task-specific 

information to a model during the process of generating a response. In this work, we leverage 

novel techniques to demonstrate that LLMs should not be seen only as medical databases, and 

that there is profound utility in utilizing their ability to reason. Through piecemeal construction of 

text input to an LLM, next-word-prediction can be extended towards the creation of agents that 

can autonomously execute the tasks and responsibilities of evidence based clinical care. To 

enable this, we create a framework that equips LLMs with the ability to interface with the 

physical world using custom tools that each attend to one aspect of clinical responsibility. We 

demonstrate the utility of this framework against real-world clinical scenarios and discuss the 

potential benefits of navigating clinical care within the ambit of language instead of numbers. 

  



Methods 

 

Data sources 

We curated real-world clinical cases across multiple specialties. An expert faculty specialist from 

each discipline converted the case to a structured .json file containing discrete categories of 

clinically relevant information paired to associated values (Supplementary Figure 1). Curated 

cases were representative of patients encountered in a tertiary care center at varying levels of 

diagnostic complexity. 

In addition, each such file contained links to prevailing diagnostic and treatment guidelines 

relevant to the case. Where relevant, this documentation was also supplemented with imitation 

institutional guidelines for certain cases to simulate how a clinician must alter their 

recommendations in special circumstances. 

Finally, each file contained one or more questions for the LLM to answer given provided clinical 

context. For the purposes of this study, this question was always “What is the next best step in 

management?” since an appropriate answer to this question would attend to most of clinical 

protocol – knowing which investigations to order, how to interpret results, generation of a 

diagnosis, and next best steps on top. 

 

Tools  

We created tools that allowed LLMs to retrieve information from case specific .json files; and 

models were required to explicitly ask for the results from a tool in a manner similar to a clinician 

ordering an investigation within a hospital setting. These tools were dedicated to retrieval of 

either of the patient’s symptoms, signs (physical examination), past medical history, 

electrocardiogram (ECG), results from other machine learning models, lab studies, and imaging 

studies. (Figure 1, Table 1) 

Tools consisted of a name, and a descriptive text informing the model of its 

function/functionality. Tools for symptoms and signs worked without any input data, and returned 

long-form patient history, symptomatology, and physical exam findings respectively from the 

relevant .json file. In contrast, either of the lab study and imaging study tools required the LLM 

to provide a contextual input selected from a pre-defined list of investigations. For example, a 

“Serum direct bilirubin”, or a “Chest X-Ray”. The list of investigations was created by pooling 

investigations from all available cases to more closely replicate a real hospital setting, and not 

bias the model in any direction. 

Finally, a tool was created for querying case-specific clinical guidelines for the purpose of 

Retrieval Augmented Generation29,30 (RAG), wherein the LLM was allowed to look up 

information regarding its current belief in the most likely diagnosis and generate its final 

recommendation accordingly. However, in order to be shown case-specific guidelines, the LLM 

had to provide the RAG tool with the correct diagnosis for the case. 



If the LLM asked for a lab or imaging study not mentioned in the case, it was instead provided 

with a “Not available” text. Similarly, if there were no specific guidelines associated with the case 

or the LLM provided an incorrect diagnosis to the RAG tool, it was provided with a text stating 

“No updated guidelines available. Use your best clinical judgment”. Finally, if the LLM made an 

error in selecting a tool, it was provided with feedback stating “<selection> is not a valid tool. 

Please try with one of <tool names>”. 

 

Prompting 

LLMs accept plain text as input and provide plain text as output. In this context, the term 

prompt31 refers both to any directions and context supplied to the model. A key differentiator 

between LLMs and other kinds of machine learning models is that LLM behavior cannot be fully 

directed and isn’t fully deterministic. Thus, prompt engineering32 refers to the (often subjective) 

process of formulating and modifying prompts such that the downstream LLM generates text 

according to specification. 

We formulated an initial system prompt structured as a set of instructions giving the LLM an 

identity (“You are a professor of medicine”), as well as a general set of instructions about how to 

utilize the tools it was provided with. These instructions recommended judicious use of tools in a 

logical, directed manner. (Figure 2, Supplementary Table 1). 

Importantly, the prompt also contained instructions to treat the output of a tool as the starting 

point for an observation that would act as an internal monologue and recommend an action that 

would be the next tool in line that it would utilize. Finally, the LLM was directed to stop using 

tools and provide a final answer once confident of it, or when it thought that the tooling would no 

longer provide any useful information. This method of iteratively building the overall input to the 

model is described as chain-of-thought33,34 prompting, and it allowed us to establish a context 

for the model to operate off and keep generated text on guardrails. At each step, the overall 

output of the model was parsed using a rule-based approach to see if the model had reached 

the final answer – and if so, the execution of the process was halted, and the overall chain of 

responses logged for evaluation. 

 

Model selection 

We utilized and evaluated the utility and functionality of both proprietary and open-source 

models as autonomous operators. Proprietary models included both offerings by OpenAI 

(ChatGPT 3.5, and ChatGPT 4), and one by Google (Gemini Pro). 

We also utilized the current state-of-the-art open-source models. These included the LLaMA v2 

70-Billion35 chat model, and the Mixtral-8x7B (56 Billion parameter) model – a Mixture of 

Experts36 model that utilizes a combination of multiple smaller models to generate text. Both 

these models are publicly available and associated synthetic benchmarks put their performance 

at or above ChatGPT-3.5 for several tasks. 

Open-source models have the limitation of only being able to operate on relatively smaller 

amounts of text. A token is the smallest piece of semantic context a model may utilize, generate, 



or manipulate, and corresponds approximately to 3/4th of a word. (4096 tokens, or around 3100 

words). Of these, the preamble text required for setting up the model’s functionality took a little 

under 2000 tokens. While this limitation did not affect the ability of open-source models to utilize 

provided tools, it precluded the utilization of RAG for generating final answers since guidelines 

would far exceed what could fit inside the prompt. 

 

Performance evaluation 

Models were permitted a maximum of three tries to generate coherent text related to a case. A 

run was only restarted if the model generated nonsensical text in the first response to the initial 

prompt. All subsequent text was logged and manually evaluated by the same clinician who 

curated the case. 

We evaluated model responses on a three-point scale (0: Poor, 1: Fair, 2: Good) for correctness 

of final answer; judicious use of tools; conformity to guidelines; and resistance to hallucinations. 

Conformity to guidelines was evaluated in terms of the model’s agreement with provided, and 

prevailing guidelines. In case the model was incorrect in its diagnosis, it was automatically 

marked 0 for the remaining tooling and guidelines as well.  

Case difficulty and the amount of information needed to make useful decisions may vary from 

clinician to clinician, and we elected to include a secondary appraisal of difficulty into the 

evaluation process as well. Cases were graded for difficulty on a scale of 0-2 as before. All 

cases are available for review within the linked online repository, and a full overview of the 

evaluation algorithm is provided within Supplementary Table 2. 

 

Software and hardware 

We utilized the transformers37, PyTorch38, and LangChain libraries to create this framework. 

These libraries were called from within the Python39 programming language (3.11.x). 

Proprietary models are accessible over the internet through APIs and do not require specialized 

hardware. For these models, response generation was done on the lead author’s laptop. The 

open-source models were run at 16-bit precision within the Minerva computing cluster at Mount 

Sinai.  



Results 

 

We curated five cases each from the specialties of Cardiology, Critical care, Emergency 

medicine, Genetics, and Internal medicine. Each case was also ascribed a difficulty of either 

easy, medium, or hard by the evaluating clinician. In this way, we gathered 12 easy, 7 medium, 

and 6 hard difficulty cases (Supplementary Table 3). Models evaluated each case by building 

up their knowledge about the patient through the utilization of available tooling and 

investigations (Supplementary Table 4). A sample run for GPT-4 solving a case of Acute MI is 

as shown in Table 2 with the corresponding .json file in Supplementary Figure 1. 

Performance trends across specialties and case difficulty are as reported below, and tabulated 

across Figures 3 / 4, and Tables 3 / 4.  

 

 

Correctness of final answer 

GPT-4 outperformed the next best model in Cardiology (80% vs 50%), Critical care (100% vs 

90%), Genetics (100% vs 60%), and Internal medicine (60% vs 40%). GPT-4 and GPT-3.5 were 

tied at 70% for Emergency medicine. Performance was generally worse for more difficult cases, 

with Gemini Pro getting no correct responses for any of the hard difficulty cases. GPT-4 

outperformed GPT-3.5 across all levels of difficulty. 

 

Errors mostly issued from models ordering irrelevant investigations, getting a “not available” in 

return, and not having sufficient resilience to errors to go back and re-establish differentials 

despite having instructions and the freedom to do so. 

 

 

Judicious use of tools 

GPT-4 outperformed the next best model in Cardiology (80% vs 60%), Emergency medicine 

(70% vs 40%), and Genetics (75% vs 35%). GPT-4 and GPT-3.5 were tied at 60% each for 

Critical care and Internal medicine. We found that GPT-4 was generally more precise about 

which investigations to order and got to the correct differentials quicker as seen in the 

“Observations” following the use of each tool. In contrast, other models often ordered largely 

unnecessary investigations in smaller quantities, or in some cases – the whole list of 

investigations were ordered together.  

 

Interestingly, for both GPT models, changing the system prompt to redefine the identity of the 

model led to slightly different behavior. For Genetics Case 1 (Down Syndrome) in the pre-natal 

setting, we performed an additional run for these models wherein they were given the identity of 

a “Clinical Geneticist” instead of the usual “Professor of Medicine”. Upon doing this, GPT-3.5 

shifted from consideration of hyperemesis gravidarum to tending towards the more correct 

“Prenatal screening and diagnostic testing”. Similarly, while GPT-4 was correct in its diagnosis 

with both identities, its recommendations with the same set of guidelines as a geneticist was 

more tailored to the patient and available resources. 



Conformity to guidelines 

With RAG enabled, GPT-4 outperformed the next best model in Critical Care (90% vs 70%), 

Genetics (75% vs 37.5%), and Internal medicine (75% vs 35%). While GPT-3.5 outperformed 

GPT-4 for Cardiology (80% vs 70%), and Emergency medicine (90% vs 65%), the overall 

average performance for GPT-4 exceeded that of GPT-3.5 by ~10%. This was the same overall 

performance difference across all cases between GPT-4 with RAG enabled (74%), and with 

RAG disabled (63.5%) (Supplementary Figure 2). The extent of conformity was also seen to 

drop dramatically for more difficult cases when utilizing GPT-4, while GPT-3.5 actually improved 

in the harder cases. 

 

We also found that LLMs can pick and choose if provided text is relevant to their thinking. In 

case 5 for Emergency Medicine (Cellulitis), institutional guidelines for Opioid overdose were 

shown to the model in addition to the usual clinical guidelines for Cellulitis. Despite the 

instructions contained within the system prompt, we found that none of the commercial models 

utilized the (irrelevant) information within provided text. 

 

 

Resistance to hallucinations 

All tested models suffered from relatively minimal hallucinations while acting autonomously. 

GPT-3.5 was most resilient getting perfect scores in all specialties except for Critical Care 

(90%). GPT-4 performed slightly worse in scoring 100% for Cardiology, Genetics, and Internal 

Medicine – while losing on Critical care (90%), and Emergency Medicine (80%). Hallucinations 

were mostly restricted to incorrect naming of investigations (For example, “ARTERIAL BLOOD 

GAS” vs the provided “ABG”) in the case of the commercial models. 

Both open-source models were also found to be moderately resistant to hallucinations except 

for the specialty of Emergency medicine wherein LLaMa-70B scored only 10%. As before, open-

source models are restricted to 4096 tokens, and generating text in excess of this limit led to 

behavior wherein tools were often utilized repeatedly and endlessly unless the run was 

manually terminated. 

 

In Cardiology Case 2 (Cardiogenic shock), the .json file had an erroneous interpretation of the 

value of SERUM CREATININE. Models were shown “3.2mg/dL (Normal)” if they ordered this 

test. However, GPT-4 correctly interpreted this value as elevated in the subsequent observation. 

 

 

Overall performance and steerability 

Commercial models generally performed better than open-source models across all metrics.  

However, the commercial models themselves displayed very different suitability for utilization as 

autonomous practitioners. Gemini Pro had to be restarted an average of 3.6 times per specialty, 

and GPT-3.5 had to be restarted an average of 1.2 times per specialty due to an immediate 

divergence from the instructions laid out to them. In comparison, GPT-4 did not require any 

restarts and reported metrics come from the first run for each case.  

 



All models were found to be resilient to the slightly different syntaxes used by clinicians to 

record history, and utilization of domain specific jargon and abbreviations (for example, “hep C” 

vs. “hepatitis C”, and “h/o” vs “history of”) did not meaningfully affect model understanding of 

context. 

  



Discussion 

 

In this work, we enable LLMs to act as autonomous practitioners of evidence-based clinical 

practice by utilizing a combination of LLM reasoning ability, inherent clinical knowledge, prompt 

engineering, diagnostic tooling, as well as real-time information lookup and contextualization. 

We demonstrate that the capacity of LLMs to reason is a profound ability that can have 

implications far beyond treating such models as databases that can be queried using natural 

language.  

LLMs are versatile tools capable of understanding clinical context and generating possible 

downstream actions. Given the current state of machine learning, such models represent a sea-

change in terms of how to approach the patient. Of all clinical decision support systems 

currently available, they represent the best way to get to the all-important next-best-step of 

management, especially in resource or experience limited settings. This is evidenced by the 

more complex models tested within this framework being able to achieve not just excellent 

diagnostic performance, but also being able to generate the basis of future personalized care for 

each patient. Performance trends, especially for GPT-4 were maintained even across the cases 

considered difficult by human clinicians. Notably, the framework allows for switching out the 

underlying model through one-line of code, and such implementations will allow for 

instantaneous performance uplifts as even better models become available.  

As such, this work opens the door to many downstream real-world applications. Properly vetted 

models may assume the role of triage specialists – wherein after the initial presentation of the 

patient is catalogued, the model can take over all responsibilities in terms of ordering and 

interpreting investigations, or issuing alarms while the clinician in the emergency setting may 

focus on interventions. For less acute presentations and in outpatient settings – the model may 

even be the first point of contact with the patient for establishing a baseline history of presenting 

illness, which can then be forwarded to an upstream clinician as a first-pass assessment 

including lab results. Existing work40 has already shown the utility of LLMs to save the clinician 

from information overload by condensing voluminous patient histories into more easily 

understood summaries. In all these cases, such a manner of operation represents a reduction in 

clinical workload, and faster care for the patient. 

The immense costs of training LLMs ensures that new knowledge cannot be easily injected into 

such models. This is an especially important concern for applications which rely on domain 

specific knowledge or where such knowledge changes often. A very relevant example in the 

healthcare space is antibiotic resistance26,41. Microbial populations and susceptibilities change 

both from region-to-region and from time-to-time. It stands to reason that such knowledge 

cannot be made part of a model, or it will quickly start to issue stale or incorrect 

recommendations. However, institutions already maintain records of antibiotic resistance which 

LLMs can parse for the purpose of issuing very specific recommendations. As we demonstrate, 

even for the best available model (GPT-4), the addition of RAG increased performance at 

generating text that conformed to the best available clinical knowledge. (Supplementary Figure 

2) 



Fully autonomous models also represent other accessory workflow advantages. As above, 

minor prompt engineering enables the model to output all differential diagnoses it is considering 

at each step of the process, and the reasoning behind them. Such directions may be immensely 

useful for clinical education42 since they represent step-by-step considerations of the next-best-

step specific to the patient and pathology – something that may be difficult to glean from 

mainstream textbooks. Additionally, as human supervisors / clinicians have access to the entire 

thought-process of the model – the manner of operation described in this work is entirely 

transparent and, by definition, is in keeping with easily verified clinical guidelines. In contrast, 

the vast majority of clinical decision support systems must still provide complex saliency maps42, 

or statistical measures of importance that do not support any claims of causality43. Further, 

LLMs operating in this manner may also largely circumvent the concerns that issue with the use 

of predictive models in healthcare settings15. 

Prompt engineering also dramatically shortens the time required to program new behavior into 

models when errors are found. For example, in the case of the example quoted in Table 2, the 

model (GPT-4) did not fully take clinical circumstances into account and ordered results from 

both the machine learning model, and serum troponins. While these tests added to the certainty 

of the diagnosis, they may also be considered unnecessary given the acuity of the presentation 

and the contributing clinical signs. Prompt engineering allows for remedying situations like these 

simply by telling the model to only “perform absolutely necessary investigations”, or by making 

the model aware of how long results may take to arrive. Similar considerations may be applied 

to clinical guidelines as well. We believe the best way to engineer these prompts will vary from 

facility-to-facility and consider this an avenue for future work. 

Finally, iterative construction of the prompt for the model as demonstrated also reduces the 

potential44 for hallucinations. By utilizing chain-of-thought prompting coupled to stepwise 

injection of verified correct information into the model’s thoughts, we encourage the model to 

think in a specific direction and possibly discard incorrect assumptions that can cause significant 

dissimilarities between desired and observed output. This is an especially pertinent approach 

over utilizing models are pure Question-Answering tools since LLM hallucinations may 

snowball45, and the response may diverge more from reality with each generated word. 

Autonomous operation of LLMs also reduces or removes the input required from humans for 

operation, and largely reduces the potential for model misuse or jailbreaking46 – a fact that is 

especially useful for information-controlled hospital settings. 

Our work must be considered in light of some limitations. While we present real-world cases in 

this work, the data was deposited into .json files. Any extension of this work into an actual 

clinical setting will involve setting up adapters and timers which will bridge the tools available to 

the LLM with the infrastructure of the clinical setting. However, this is more of an engineering 

problem than a research question. Similarly, multi-modal models that can accept images, video 

and audio in addition to text are largely in their infancy in the context of clinical work. Therefore, 

we restricted our evaluations to the results of the investigations rather than the raw imaging 

data. Finally, clinical guidelines for certain conditions were especially voluminous, and we were 

restricted to GPT-4 generated summaries of these guidelines in order to fit them into reasonably 

sized prompts. We attempted to circumvent this limitation by asking models to generate their 

final recommendations using a combination of their own clinical knowledge and provided text; 



but we stipulate the larger models may be able to generate bespoke recommendations to 

individual patients either with more context to look through, or more sophisticated guideline 

retrieval. 

Remaining limitations issue from the LLMs themselves. One, while we test with both commercial 

and open-source models, the actual model that interacts with this framework as well as the 

patient must be properly vetted – especially in the context of biases that propagate within 

healthcare and healthcare systems. We found that smaller models were often more 

temperamental, and they required frequent restarts, and often ignored directions despite being 

explicitly asked to perform in a specific manner. The largest of the tested models (ChatGPT-4) 

did not have this problem, and we believe special purpose training may ameliorate the issue for 

smaller models – which we consider another avenue for future work. Two, data privacy is a 

concern for any sensitive information. Open-source models are largely immune to this concern 

since the data stays local to the health system – but as before, they perform worse than the 

commercial models. Three, the amount of text a model can accommodate limits its overall utility. 

Open-source models that cannot go over 4096 tokens also cannot be made to ingest complex 

clinical guidelines and make patient-specific decisions. Such models may require institution 

specific finetuning to enhance their utility or may otherwise benefit from recent work47 that 

allows for increased context length. Finally, there’s the cost of running such models. Larger 

models perform better, but they require commensurately more computational resources. 

However, these costs may be amortized by the cost saving measures indicated above, and 

once hardware catches up to the software, continued operation may be a smaller concern.  

In conclusion, LLMs are profound tools that bring us closer to the promise of Artificial General 

Intelligence. Giving them access to tools which form their eyes, ears, and hands allows them to 

integrate with the moving parts of a modern healthcare system; an integration that could lead to 

significant changes in medical practice. Our work represents an initial step in this direction, 

potentially altering how medicine is practiced by clinicians and experienced by patients. 



Figures 



Figure 1. Workflow 

The executor LLM relies on human personnel to generate the history of presenting illness, and 

the physical exam findings. Following this, it autonomously chooses which lab investigations or 

imaging studies to order, and how to interpret them. These interpretations form the basis of the 

model’s next step or order. During this process, it may also query the output of existing machine 

learning systems. 

 

Following this, the model queries all available literature on the most likely differential diagnosis it 

is considering. In this figure, blue horizontal lines indicate the degree of importance given by the 

model to any one source of information. This is an important consideration since we want 

institutional knowledge to override general purpose guidelines which may not be entirely 

appropriate for any one patient population.  

 

Finally, the model issues its recommendations based entirely on the question it is tasked to 

answer. This may be generating the final diagnosis, the management specific to the clinical 

setting it finds itself in, or referral to another facility. 

 

 

  



 

Figure 2. System / Initial prompt 

Preamble text that establishes the framework for the LLM. Overall text may be separated into 4 

parts each with their own function: 

(1) Identity: Tells the model who it is and how it’s expected to respond. The model was asked to 

assume the identity of a “professor of medicine” for most of our testing. 

(2) Tooling: Provides the model with a general sense of directions regarding when to use tools. 

Actual choice and order of tool use is up to the model. Also establishes a stop condition for 

the model i.e. when it reaches a final answer. 

(3) Operation: Establishes “chain-of-thought” prompting structure. The narrative the model uses 

to generate the next word is built up piecemeal through repeated iterations of thoughts, 

actions, and observations in that order until the final answer is reached. 

(4) Task: What the model is supposed to provide a solution for - “What is the next best step in 

management”? 

 

Text in curly brackets is replaced by names of tools, and the question at runtime. The full prompt 

is available in Supplementary Table 3.  



 

Figure 3. Model performance within framework by specialty 

Fair = 50%, Good = 100% accuracy. Open-source models are highlighted in dark blue. 

All API models (Gemini Pro, GPT-3.5, and GPT-4) had Retrieval Augmented Generation 

enabled and were shown guidelines for each case. Both open-source models (LLaMA-70B and 

Mixtral-8x7B) did not have sufficient context length to accommodate guidelines. 

Number of questions by specialty: 5 each (25 total). 

  



 

Figure 4. Model performance within framework by case difficulty 

Fair = 50%, Good = 100% accuracy. Open-source models are highlighted in dark blue. 

All API models (Gemini Pro, GPT-3.5, and GPT-4) had Retrieval Augmented Generation 

enabled and were shown guidelines for each case. Both open-source models (LLaMA-70B and 

Mixtral-8x7B) did not have sufficient context length to accommodate guidelines. 

Number of questions by specialty: 5 each (25 total). 

  



Tables 

Tool name Tool description Notes 

Symptom 

tool 

Use this tool when you need to know about the patient’s 

symptoms. 

The tool may be used only once. 

The tool does not accept any input. 

Patient’s history of 

presenting illness 

and physical exam. 

Would ordinarily be 

gathered at point of 

contact. Past medical 

history tool 

Use this tool when you need to know about the patient’s past 

medical history. 

The tool may be used only once. 

The tool does not accept any input. 

Sign tool Use this tool when you need to know about the patient’s physical 

exam. 

The tool may be used only once. 

The tool does not accept any input. 

Lab 

investigation 

tool 

Use this tool when you need to know about lab investigations. 

The tool is recommended if the diagnosis is inconclusive. 

The tool accepts a list of names of lab investigations as a string. 

It is very important to only order lab investigations if they are 

relevant. 

The tool must be called again with a different lab 

investigation if earlier results are inconclusive, not 

available, or insufficient. 

Repeating this tool is preferred before moving on to imaging 

studies. 

Lab investigations cannot be repeated. 

You must specify the exact name of the lab investigation. E.g. 

SERUM ALBUMIN instead of just ALBUMIN. 

Lab investigations must only be ordered from the list of available 

investigations provided to you. 

Only the following lab investigations are available: 

{names of lab investigations} 

Names of lab 

investigations are 

pooled from all 

cases. 

Multiple labs can be 

ordered at once. 

Outputs the absolute 

value of the lab 

investigation 

alongside an 

interpretation in 

parenthesis. E.g. 

SERUM 

CREATININE: 

1.1mg/dL (Elevated) 

Imaging 

study tool 

Use this tool when you need to know about radiological or 

sonographic studies. 

The tool is recommended if the diagnosis is inconclusive. 

The tool accepts a list of names of imaging studies as a string. 

Only one imaging study can be ordered at a time. Start with the 

most relevant one. 

The tool must be called again with a different imaging study 

if earlier results are inconclusive or not available. 

Imaging studies must only be ordered from the list of available 

studies. 

Only the following imaging studies are available: 

Names of imaging 

studies are pooled 

from all cases. 

Only one imaging 

study be ordered at a 

time. 

Outputs the 

diagnosis statement 

from the imaging 

study. 



{names of imaging studies}  

ECG tool Use this tool when you need to know about the ECG 

(electrocardiogram). 

The tool is recommended regardless of how certain the 

diagnosis is. 

The tool does not accept any input. 

The ECG is a 

commonly 

performed, low-cost, 

non-invasive 

investigation. 

Therefore, the model 

is encouraged to 

utilize it. 

Machine 

learning tool 

Use this tool when you need to know about predictions issued by 

machine learning models relevant to this patient. 

The tool is recommended to guide further testing. 

The tool accepts a list of names of machine learning models 

as a string and returns a probability value.  

Only one machine learning model can be used at a time. 

Only the following machine learning models are available: 

{names of available outcome specific machine learning models} 

The model is only 

made aware of this 

tool in case there are 

relevant machine 

learning models 

available. 

Requires 

interpretation of 

probability. 

Guidelines 

tool 

Use this tool when you need to know about established 

guidelines. 

Use this tool when you have a top differential diagnosis and need 

to know if there are any tests that can help you confirm or refute 

the diagnosis. 

This tool must not be used more than once. 

If the guidelines suggest a test you haven’t ordered yet, you must 

order that test if it is available. 

If the guidelines suggest a test that is not available, you must 

add the recommendation to your final answer. 

You must not order tests which have already been ordered. 

After using this tool, you must proceed to consider available 

treatment guidelines before giving your final answer. 

You may not use existing knowledge to recommend a treatment 

unless no treatment guidelines are available. 

Your recommendation must be as relevant to the patient’s 

condition as per the treatment guidelines as possible. 

This tool must be used to personalize your final answer for 

the patient in front of you. 

Do not quote recommendations from guidelines verbatim. 

The use of this tool is compulsory before issuing your final 

answer. 

The tool accepts your most likely differential diagnosis as a 

string. 

Institutional guidelines take precedence over other 

guidelines. 

Guidelines are taken 

from reputable 

sources and distilled 

into two 

subheadings: INITIAL 

ASSESSMENT, and 

INITIAL 

TREATMENT. 

Guidelines are only 

shown to the model if 

the diagnosis 

provided by the 

model is correct. 



Table 1. Tools 

Tool names and descriptions as they are inserted into the initial prompt for the LLM. 

For tools that expect an input, italicized text is replaced by names of investigations that are 

pooled from all available cases at runtime. These investigations represent the degrees-of-

freedom within which the model may act.  

Text in bold represents safety measures to prevent the model from getting stuck in place, or 

specialized directions for the model that direct the model to modify its downstream output. 

Lines of text in the description are separated for clarity. 

  



Question What is the next best step in management? 

Observation To determine the next best step in management, I first need to understand the patient's 

symptoms and clinical presentation. 

Action + 

Action Input 

Symptom tool (No input) 

Tool response Patient reported 1 hour ago with left sided chest pain, sweating, nausea, vomiting, 

shortness of breath. 

Observation The symptoms suggest a possible cardiac event, such as a myocardial infarction. I need 

to gather more information about the patient's past medical history and physical exam 

findings to further narrow down the differential diagnosis. 

Action + 

Action Input 

Past medical history tool (No input) 

Tool response No past medical history available. 

Observation The lack of past medical history makes it difficult to assess the patient's risk factors for 

cardiac disease. However, given the patient's symptoms, I should proceed with a 

physical exam to gather more information. 

Action + 

Action Input 

Sign tool (No input) 

Tool response S3 gallop 

Observation An S3 gallop is often associated with conditions that cause rapid ventricular filling, such 

as congestive heart failure. This finding, in combination with the patient's symptoms, 

further supports the possibility of a cardiac event. I should use the machine learning tool 

to predict the likelihood of a low ejection fraction, which is often seen in heart failure. 

Action + 

Action Input 

Machine learning tool (Low ejection fraction (<40%) model) 

Tool response Low ejection fraction (<40%): 0.9 

Observation The high probability of a low ejection fraction suggests that the patient may be 

experiencing heart failure. However, to confirm this diagnosis, I need to order relevant 

lab investigations and an ECG. 

Action + 

Action Input 

Lab investigation tool (SERUM TROPONINS) 

Tool response SERUM TROPONINS: 0.1 ng/mL (Elevated) 

Observation The elevated troponin levels are indicative of myocardial injury, which is consistent with 

a myocardial infarction. This, in combination with the patient's symptoms and the S3 

gallop, strongly suggests a cardiac event. I should now order an ECG to further confirm 

this diagnosis. 

Action + ECG tool 



Action Input 

Tool response ST elevation in leads V1-V4 

Observation The ST elevation in leads V1-V4 is consistent with an anterior wall myocardial infarction. 

This, along with the patient's symptoms, elevated troponins, and the S3 gallop, confirms 

the diagnosis of a myocardial infarction. I should now use the guidelines tool to 

determine the most appropriate next steps in management. 

Action + 

Action Input 

Treatment guidelines tool (Acute myocardial infarction) 

Tool response <Guidelines about general management of Acute MI> 

 

According to institutional (Institutional guidelines): The institution does not accept STEMI 

patients beyond initial evaluation. Patient must be immediately transferred to another 

facility. 

Observation Given the patient's symptoms, physical exam findings, elevated troponins, ST elevation 

on ECG, and the high probability of a low ejection fraction, the diagnosis of ST-elevation 

myocardial infarction (STEMI) is confirmed. The guidelines suggest that the primary goal 

of STEMI management is to rapidly restore blood flow to the occluded coronary artery. 

This can be achieved through reperfusion therapy, such as percutaneous coronary 

intervention (PCI) or fibrinolysis. 

 

As per the guidelines, the patient should be given aspirin as soon as possible and 

continued indefinitely. P2Y12 inhibitors such as clopidogrel, prasugrel, or ticagrelor 

should be given in addition to aspirin. An anticoagulant, such as unfractionated heparin, 

low molecular weight heparin, or bivalirudin, should also be administered. 

 

In addition to reperfusion and antithrombotic therapy, the patient should be started on 

oral beta blockers within the first 24 hours, unless there are contraindications. ACE 

inhibitors should be given within the first 24 hours to STEMI patients with left ventricular 

systolic dysfunction, heart failure, or hypertension. High-intensity statin therapy should 

be initiated in all patients with STEMI without contraindications. Pain relief with opioids, 

such as morphine, can be given if required. 

 

However, according to institutional guidelines, this institution does not accept STEMI 

patients beyond initial evaluation. Therefore, the patient must be immediately transferred 

to another facility for further management. 

Final answer The next best step in management is to immediately start the patient on aspirin, a 

P2Y12 inhibitor, and an anticoagulant. The patient should also be started on a beta 

blocker, an ACE inhibitor, and high-intensity statin therapy within the first 24 hours, 

unless there are contraindications. Pain relief with opioids can be given if required. 

However, given the institutional guidelines, the patient must be immediately transferred 

to another facility for further management, including reperfusion therapy. 



Table 2. Sample run for a case of acute myocardial infarction (Internal Medicine Case 4) 

with GPT-4 

Question posed: What is the next best step in management? 

Each row of the table indicates an interaction with the model in order. “Observations” 

correspond to the inner monologue of the model in interpreting the output or response from the 

last tool utilized. “Action + Action Input” correspond to the model calling the actual tool 

(Italicized text corresponds to the input given by the LLM to the tool). “Tool response” is the 

information recorded within the .json file that is retrieved by using the tool. “Final answer” is the 

LLM’s actual response to the question asked, and the termination point of the run. 

It is seen that the model chooses to go for an ejection fraction prediction model and SERUM 

TROPONINS before proceeding forward. This may not be the best choice given the acuity of 

the presentation (please see discussion).  

Treatment for an acute myocardial infarction is usually a primary Percutaneous Coronary 

Intervention (PCI) procedure performed within 90 minutes of patient presentation (as alluded to 

by the model in the final observation). However, in this case, institutional level guidelines 

(underlined) alongside general treatment guidelines provided to the model inform it that “The 

institution does not accept STEMI patients beyond initial evaluation. Patient must be 

immediately transferred to another facility.” Retrieval Augmented Generation pushes the model 

into the direction of transferring the patient to another facility which manifests in the final answer. 

The .json file corresponding to this case is available as Supplementary Figure 1. 

  



Metric Correctness of 
final answer 

Judicious use 
of tools 

Conformity to 
guidelines 

Resistance to 
hallucinations 

Gemini Pro 

Cardiology 50% 40% 40% 100% 

Critical Care 90% 50% 60% 90% 

Emergency Medicine 20% 20% 40% 30% 

Genetics 40% 20% 37.5% 100% 

Internal Medicine 20% 30% 35% 100% 

GPT-3.5 

Cardiology 50% 60% 80% 100% 

Critical Care 80% 60% 70% 90% 

Emergency Medicine 70% 40% 90% 100% 

Genetics 60% 35% 25% 100% 

Internal Medicine 40% 60% 55% 100% 

GPT-4 

Cardiology 80% 80% 70% 100% 

Critical Care 100% 60% 90% 90% 

Emergency Medicine 70% 70% 65% 80% 

Genetics 100% 75% 75% 100% 

Internal Medicine 60% 60% 70% 100% 

LLaMA-70B Chat 

Cardiology 20% 10% 10% 90% 

Critical Care 30% 30% 10% 80% 

Emergency Medicine 30% 20% 20% 10% 

Genetics 20% 10% 0% 80% 

Internal Medicine 20% 20% 0% 40% 

Mixtral-7x8B 

Cardiology 20% 20% 20% 90% 

Critical Care 40% 30% 30% 40% 

Emergency Medicine 30% 20% 20% 20% 

Genetics 40% 20% 25% 50% 

Internal Medicine 60% 40% 10% 100% 

 

  



Table 3. Model performance within framework by specialty 

Scores are presented as percentage values for clarity. (50%: Fair, 100%: Good) 

All API models (Gemini Pro, GPT-3.5, and GPT-4) had Retrieval Augmented Generation 

enabled and were shown guidelines for each case. Both open-source models (LLaMA-70B and 

Mixtral-8x7B) did not have sufficient context length to accommodate guidelines. 

Number of questions by specialty: 5 each (25 total). 

  



Metric Correctness of 
final answer 

Judicious use 
of tools 

Conformity to 
guidelines 

Resistance to 
hallucinations 

Gemini Pro 

Easy 79.2% 50% 68.8% 87.5% 

Medium 21.4% 28.6% 28.6% 71.4% 

Hard 0% 0% 0% 91.7% 

GPT-3.5 

Easy 70.8% 54.2% 64.6% 95.8% 

Medium 57.1% 53.6% 64.3% 100% 

Hard 41.7% 41.7% 70% 100% 

GPT-4 

Easy 87.5% 68.8% 75% 87.5% 

Medium 85.7% 75% 89.3% 100% 

Hard 66.7% 62.5% 50% 100% 

LLaMA-70B Chat 

Easy 29.2% 20.8% 12.5% 58.3% 

Medium 7.1% 7.1% 0% 57.1% 

Hard 33.3% 16.7% 8.3% 66.7% 

Mixtral-7x8B 

Easy 41.7% 29.2% 33.3% 54.2% 

Medium 35.7% 21.4% 10.7% 64.3% 

Hard 33.3% 25% 8.3% 66.7% 

 

Table 4. Model performance within framework by case difficulty 

Scores are presented as percentage values for clarity. (50%: Fair, 100%: Good) 

All API models (Gemini Pro, GPT-3.5, and GPT-4) had Retrieval Augmented Generation 

enabled and were shown guidelines for each case. Both open-source models (LLaMA-70B and 

Mixtral-8x7B) did not have sufficient context length to accommodate guidelines. 

Number of questions by difficulty - Easy: 12, Medium: 7, Hard: 6 
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